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About this document

This guide explains how to use Hardware Configuration Manager (HCM), a
comprehensive, graphical hardware configuration and operations tool. HCM is a
PC-based client/server interface to z/OS Hardware Configuration Definition
(HCD) that combines the logical and physical aspects of hardware configuration
management. HCM allows system administrators to easily and efficiently manage
all information about the hardware and connectivity of their systems.

Who this document is for

The HCM User’s Guide explains to system administrators, system programmers,
system operators, system planners, and your hardware support staff how to install
and use HCM to create and maintain hardware configuration information.

It is assumed that the person who is responsible for defining and managing
hardware configuration for a z/OS or a z/VM system has basic knowledge of
z/0S and z/VM and hardware configuration.

For information about configuration planning for z/OS refer to [z/0S HCD|
For information about configuration planning for z/VM, refer to z/VM:
I/O Configuration.

How this document is organized

This document contains the following chapters:

[Chapter 1, “Overview,” on page 1|
summarizes HCM’s major features and benefits.

[Chapter 2, “Installing HCM,” on page 3|
explains how to install the software to be used for z/OS and z/VM and
how to establish the host communication for both operating systems.

[Chapter 3, “Getting started,” on page 25|
explains how to use the configuration diagram, dialogs, menus and
reports, as well as the mouse and keyboard shortcuts in HCM.

[Chapter 4, “Building your configuration,” on page 51
describes the relationship between HCM and HCD (IODFs, configuration
files); explains physical and logical objects; provides information about
how to create a configuration from an IODF or from scratch; provides
information about how to open an existing configuration and how to save,
close or copy the configuration.

[Chapter 5, “Stand-alone mode,” on page 103]
explains how to invoke and work with the stand-alone mode.

[Chapter 6, “Modifying objects in your configuration,” on page 107|
explains how to manipulate all the elements of your hardware
configuration with the interactive configuration diagram and dialogs:
processors, partitions, CHPIDs, controllers, control units, strings, units,
devices, converters, directors, crossbar switches, cabinets, and patchports.

[Chapter 7, “Connecting objects in your configuration,” on page 187|
explains how to connect and define logical objects.
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[Chapter 8, “Physical connections,” on page 221|
explains how to add purely physical objects to existing connections: cables,
patchports, and crossbar switches.

[Chapter 9, “Utilities,” on page 235|
describes utilities HCM provides to make complex configuration tasks
easier.

[Chapter 10, “Operating system configurations,” on page 261|
explains how to specify OS configurations, EDTs, esoteric device groups,
and generic device groups, as well as how to define I/O devices to the OS
configuration.

[Chapter 11, “User interface to I/O Operations,” on page 277
describes how HCM can function as a graphical user interface to 1/O
Operations (ESCON Manager) on the host.

[Chapter 12, “Reports and diagrams,” on page 283]
describes how to print various reports, context diagrams and configuration
diagrams from HCM, and gives examples.

[Chapter 13, “Scenarios,” on page 305|
contains a number of configuration scenarios, step-by-step, for you to
follow.

[Chapter 14, “HCD-only tasks,” on page 349)|
lists the tasks which cannot be carried out using HCM.

[Chapter 15, “Importing and exporting data,” on page 353
explains how to exchange data between your processes, application, and
data bases and the configuration data of HCM via ASCII files.

[Chapter 16, “Physical description files (PDF),” on page 399
describes the different PDFs and their syntax.

[Chapter 17, “Problem determination,” on page 407
explains how to diagnose problems that may arise using HCM.

[Chapter 18, “HCM messages,” on page 417
contains all HCM messages.

[Appendix A, “Alternate processor definitions,” on page 435|
explains how HCM handles multiple logical processors in one physical
machine.

[Appendix B, “One Processor Per Partition (OPPP) machines,” on page 437|
explains how HCM handles machines not represented in IBM's processor
partitioning scheme.

[Appendix C, “Naming conventions in dialogs and reports,” on page 441]
shows how objects in HCM are typically described.

[Appendix D, “Menu bar choices summary,” on page 445|
lists all commands that can be used in the different menus.

[Appendix E, “Special setup considerations for z/OS,” on page 451|
discusses special considerations related to set up the communication
between HCM an d z/0OS.

Accessibility
discusses z/OS product accessibility features that help users who have a
physical disability to use the software.
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Related information

For an overview of the documentation associated with z/OS, see the [z/OS V2R2
[[nformation Roadmap)

To view, search, and print z/OS publications, go to the z/OS Internet Library at
[http:/ /www.ibm.com /systems/z/0s/zos/bkserv/ |

Softcopy documentation is available as online collection kit that is available in
compressed format for download from the IBM publication center.

Also visit our [HCM home page]

[rttp://www.ibm.com/systems/z/0s/zos/features/hcm/|

which provides information concerning product updates, newsletters, conferences,
and more. For more information about z/OS HCD, see [z/OS HCD User’s Guide

If you want to use HCM for defining I/O configurations on z/VM systems, the
following documentation associated with z/VM or other products might be useful:

Table 1. Related z/VM I/O Configuration References

Title Order Number
z/VM: I/O Configuration SC24-6100
This book contains detailed information about z/VM HCD.

z/VM CP Command and Ultility Reference SC24-5967
z/VM CP Planning and Administration SC24-6043
z/VM: System Messages and Codes — CP GC24-6030
z/VM Diagnosis Guide GC24-6039
|z/0S and z/VM HCD Messages| SC33-7986
|z/0S MV'S Device Validation Support| GA22-7525
IOCP User’s Guide and ESCON Channel-to—Channel Reference G(C38-0401
Input/Output Configuration Program User’s Guide for IYP IOCP SB10-7029
Input/Output Configuration Program User’s Guide for ICP IOCP SB10-7037
ES/9000 Processor Complex Operator Guide SC38-0085

The latest editions of most z/VM publications are available in Adobe Portable
Document Format (PDF) from the [z/VM Internet Library| available at
[rttp://www.ibm.com/eserver/zseries/zvm/Tibrary|
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How to send your comments to IBM

We appreciate your input on this documentation. Please provide us with any
feedback that you have, including comments on the clarity, accuracy, or
completeness of the information.

Use one of the following methods to send your comments:

Important: If your comment regards a technical problem, see instead

[a technical problem.”]

* Send an email to [mhvrcfs@us.ibm.com|

¢ Send an email from the |Contact z/OS

Include the following information:
* Your name and address
* Your email address
* Your phone or fax number
¢ The publication title and order number:
z/0OS V2R2 and z/VM V6R2.0 HCM User's Guide
SC34-2670-04
* The topic and page number or URL of the specific information to which your
comment relates
* The text of your comment.

When you send comments to IBM®, you grant IBM a nonexclusive right to use or
distribute the comments in any way appropriate without incurring any obligation
to you.

IBM or any other organizations use the personal information that you supply to
contact you only about the issues that you submit.

If you have a technical problem

Do not use the feedback methods that are listed for sending comments. Instead,
take one or more of the following actions:

* Visit the [[BM Support Portal (support.ibm.com)l

* Contact your IBM service representative.
* Call IBM technical support.

If you have a technical problem

Do not use the feedback methods listed above. Instead, do one of the following:
* Contact your IBM service representative
 Call IBM technical support

* Visit the [[BM support portal|at|http://www.ibm.com/systems/z/support/}
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Summary of changes

Summary of changes for z/0OS Version 2 Release 2 (V2R2) as updated
September 2016

The following changes are made to z/OS Version 2 Release 2 (V2R2).
Hardware Support
PCle function enhancement:

HCM supports a new attribute for PCle function called PCle UID, which is
combination with a new partition attribute called UID uniqueness checking flag.

HCM supports creating multiple-PCle function in one step.
Partition enhancement:

HCM supports a new attribute for partition on the appropriate processor called
UID uniqueness checking flag.

* To partitions with UID=NO, meaning that UID checking for the partition is
disabled. You can assign PCle functions with any UID value, even duplicated
ones. Specifying a UID for these PCle functions is optional.

* To partitions with UID=YES, meaning that UID checking for the partition is
enabled. You can assign only PCle functions that have a UID defined and all
UIDs need to be unique in the scope of that partition.

* For a processor, you can have a mix of partitions with and without UID
checking.

Summary of changes for z/OS Version 2 Release 2 (V2R2) as updated

March 2016

This document contains information that was previously presented in the z/OS®
Hardware Configuration Manager User's Guide, SC34-2670-02, which supports
z/0S Version 2 Release 2.

Hardware support
Processors support:

HCM supports a new support level for the IBM z13 processor family (processor
types 2964-N30, -N63, -N96, -NC9, -NE1) and a new processor family (processor
types 2965-N10, -N20).

PCle function enhancement:

Two new PCle function types ISM and RCE are supported on the new support
level for the z13 processor family and the new processor family. The PCle
functions of type ISM require a virtual function number and a virtual channel ID
(VCHID) instead of PCHID, and allow only 1 PNET ID for its external physical
network assignments.
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LinuxONE support:

HCM supports a new support level for the existing processor type 2964 (the
supported models are: L30, L63, L96, LC9, LE1) and a new support level for the
new processor type 2695 (the supported models are L10, L20).

Summary of changes for z/0OS Version 2 Release 2 (V2R2)
The following changes are made for z/OS Version 2 Release 2 (V2R2).

New

* The Choose Channel Subsystems dialog has been added. See
[standard connection” on page 198

Summary of changes for Version 2 Release 1 (V2R1) as updated
February, 2015

This document contains information that was previously presented in z/OS
Hardware Configuration Manager User’s Guide, SC34-2670-00, which supports z/OS
Version 2 Release 1.

It contains terminology, maintenance, and editorial changes to improve consistency
and retrievability. Technical changes or additions to the text and illustrations are
indicated by a vertical line to the left of the change.

New

HCM provides the following new hardware support:

* Support of new processor family (processor type 2964-N30, N63, N96, NC9,
NE1)

* Support of a fourth subchannel set
* Support of 6 Channel Subsystems
e Support of 85 LPAR

* Support of IQD VCHID

* New channel path types(CS5)

Changes made in z/OS Version 2 Release 1

This document contains information previously presented in z/OS Hardware
Configuration Definition User’s Guide, SC33-7989-13, which supports z/OS Version 1
Release 13..

Enhancements of the I/0 Autoconfiguration function

HCM provides the following enhancements of the I/O Autoconfiguration function
that has been introduced in z/OS V1R12:

* In addition to switched FICON connected controllers, I/O Autoconfiguration can
now discover FICON directly attached controllers and devices and proposes
point-to-point connection paths if available.

* I/O Autoconfiguration supports the inclusion or exclusion of specific switches or
CHPIDs into the discovery and proposal process, that users can explicitly specify
with the invocation of an I/O Autoconfiguration request. For this purpose, HCD
introduces four new autoconfiguration policy keywords:
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— AUTO_CHPID_INCLUDE
AUTO_CHPID_EXCLUDE
AUTO_SWAD_INCLUDE
- AUTO_SWAD_EXCLUDE

¢ The autoconfiguration policy keyword AUTO_SS_DEVNUM_SCHEME accepts a new
value NONE. This value bypasses control unit and device number proposals by
HCM and lets the user manually apply the numbers for detected objects.

¢ I/O Autoconfiguration allows discovery by controller serial number and filters
the discovered controllers accordingly.

* HCM can process an I/O Autoconfiguration request that is partially directed
against unavailable systems of an LPAR group or a sysplex, or against systems
that are not capable to support I/O Autoconfiguration. Users can specify that
the request applies to appropriate systems only, and that unavailable/uncapable
systems are tolerated but ignored.

* HCM allows users to change certain I/O Autoconfiguration policies between
two subsequent controller discoveries without the need to make a new fabric
discovery. This enables I/O Autoconfiguration to perform each new controller
discovery with changed policies.

HMC-wide activate

You can use a new HMC-wide activate function of HCD to remotely distribute and
activate a new production IODF from a single managing z/OS system on all target
systems of those CPCs that are configured in the Hardware Management Console
(HMC) and that are defined in a specified TCP/IP connection table.

Launch this function from the z Systems Cluster List using action Work with CPC
images introduced in z/OS V1R13. The upcoming CPC Image List now displays
the activation status of the connected z/OS and z/VM systems and provides new
actions to activate the accessed production IODF for hardware and/or software
changes at the selected z/OS or z/VM system. The new production IODF is sent to
the target system if necessary. You can remotely issue any operational commands
that are required for the activation. The messages resulting from the activation or
from processing system commands are displayed in a message list.

For the HMC-wide activate function on remote z/OS and z/VM systems, HCD to
HCD communication needs to be set-up. For this communication, the HCD agent
is used. In previous releases, the HCD agent was only required when using HCM.

The description of this set-up is now provided as a copy and adaption from the
2/OS and z/VM HCM User’s Guidd in [“Establishing the host communication” on|

page 7.|
Support of PCle functions

Peripheral Component Interconnect Express (PCle) adapters offer new functionality
to systems running on IBM zEnterprise EC12 and BC12 (zEC12 and zBC12)
processors in order to connect, for example, to an IBM zEnterprise BladeCenter
Extension (zBX). Therefore, HCM introduces a new dialog where users can define
PCle functions, assign them to LPARs, and activate them via IOCP or dynamically.

In addition, HCD provides the following new reports:

* The PCle Function Summary Report displays the partitions in the access and
candidate lists which are entitled to access the available PCle functions.

¢ The PCle Function Compare Report shows the changes of PCle functions
between processors of two IODFs.
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Validation enhancements

HCD implements several new validation checks to help users to avoid unintended
results:

* New warning message when a CF CIB connection changes due to connectivity
updates:

— HCD issues a new warning message CBDG422I, when users add or delete a
CSS to/from a CIB CHPID that involves a change of the coupling facility
connection, affecting the definition of the connected processor. This message
informs the user about the change and a potentially required dynamic
activation of the target processor.

¢ Warning message CBDAS845] now also issued for ACTIVATE SOFT system
command:

— For users of the HCD Activate ... dialogs, if required, HCD issues warning
message CBDAB8451 when users specify an ACTIVATE software-only request
without hardware validation, because this will not process involved changes
to coupling facility control units and devices for the software. This message is
now also issued, if users specify an ACTIVATE SOFT system command
without hardware validation.

Enhanced CF Channel Path Connectivity List

A new column in the CF Channel Path Connectivity List shows for both the
source and destination channel path either the physical channel identifier (PCHID)
to which the channel path is assigned or its host communication adapter ID and
port number.

OS group change action available for device groups

The OS group change action up to now has been available from the 1/O Device List
showing single devices only. Starting with this release, this action is also available
from the I/O Device List showing device groups.

HCD batch enhancements

HCD provides the following new batch utility features:
* Filter parameters for graphical reports created via batch utility:

— As with the HCD dialog for creating graphical reports, you now can specify
filter parameters when creating graphical reports with the batch utility
function.

* ACTIVATE command now available as an HCD batch command:

— Users can now issue the ACTIVATE command as an HCD batch command.
The syntax is the same as described in [z/OS MVS System Commands}

New profile options

There are the following new keywords that you can specify in the HCD profile for

the following purposes:

* Unconditional generation of DIR site OS configurations: Use profile option
UNCOND_GENERATE_DROS to regenerate D/R site OS configurations
whenever a new production IODF is built, independent from whether the
configurations have been previously modified or not.
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* Specify remote call connection table: Use profile option CONNECTION_TABLE
to specify the name of a data set that contains the connection table for
establishing connectivity to the remote systems while working with CPC images.

* Enable remote call logging: Use profile option RCALL_LOG to activate logging
of remote calls into a data set while working with CPC images.

* Set initial remote call timeout value: Use profile option RCALL_TIMEOUT to
set the timeout value for the initial connection to a remote system when working
with CPC images.

CHID Summary Report

The CHID Summary Report as part of the CSS Summary Report lists all defined
channel paths and PCle functions grouped by their defined CHID values or, as
applicable, by their HCA adapter or port IDs.

Verify a configuration by means of I/O Autoconfiguration (zDAC)

With HCM you can now verify the active or target configuration by means of
z/0OS discovery and 1/O Autoconfiguration (zDAC), if Tivoli System Automation
(TSA) 1I/O operations is not installed or not working. This is possible for a
processor supporting I/O Autoconfiguration and for a system in the local sysplex,
which is capable for dynamic activates. The verification is limited to FICON
attached storage devices.

When generating the I/O path report, HCD includes information about single
point of failures (SPOFs) into the sensed data if the report is produced for the local
system. This is done when getting the report via (TSA) I/O operations as well as
via zDAC.

Hardware support

HCM supports the IBM zEnterprise EC12 and BC12 (zEC12 and zBC12) processor
family (processor types 2827-H20, -H43, -H66, -H89, -HA1 and 2828-H06, -H13).

Changes made in z/VM Version 6 Release 2
Summary of changes for SC33-7989-13 issued December 2011

HCM for z/VM V6R2 includes the new functions available with HCM for z/OS.

The following functions of previous HCM releases are also made available for

z/VM V6R2:

¢ HCM for z/VM supports the Internet Protocol, Version 6 (IPv6), which can be
used when establishing a communication session with z/VM.

* Users of HCM for z/VM can now use the dialogs for working with
configuration packages as described in [“How to work with configuration|
[packages” on page 96

Note: I/O Autoconfiguration is not available for z/VM.

Changes made in z/VM Version 6 Release 1

HCM for z/VM V6R1 includes all functions available with HCM for z/OS V1R10
and also provides support of the WWPN Prediction Tool (see [“Using the WWPN]
[Prediction Tool Support” on page 259).
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z/VM V6R1 supports the zEnterprise 196 (z196) processor family (processor types
2817-M15, -M32, -M49, -M66, -M80), and also supports the new OSM and OSX
channel paths and a third subchannel set with ID 2 for these processors.

Note that HCM's handling of MUA enabled IODFs is only available on z/OS.
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Chapter 1. Overview

Traditionally, hardware configuration is carried out on the z/OS or z/VM host
using Hardware Configuration Definition (HCD). With HCD, you can define the
hardware configuration for both the channel subsystem and the operating system.
The configuration you define with HCD can consist of multiple processors with
multiple channel subsystems, each containing multiple partitions. HCD stores the
entire configuration data in a central repository, the Input/Output definition file
(IODF). The IODF as single source for all hardware and software definitions for a
multi-processor system is used to build the IOCDS using the IOCP program and to
IPL the operating system.

The z/0OS and z/VM Hardware Configuration Manager (HCM) is a PC-based
client/server interface to HCD that combines the logical and physical aspects of
hardware configuration management.

In addition to the logical connections, you can also manage the physical aspects of
a configuration. For example, you can effectively manage the flexibility offered by
the FICON infrastructure (cabinet, cabling). All updates to your configuration are
done via HCM’s intuitive graphical user interface and, most important, due to the
client/server relationship with HCD, all changes of the logical I/O configuration
are written into the IODF and fully validated and checked for accuracy and
completeness by HCD, thus avoiding unplanned system outages due to incorrect
definitions. For z/OS only, HCM also allows you to display operational data such
as system status information and operate on the switch using an interface to the
I/0 Operations function of System Automation on the host.

For more information about how HCM and HCD work together, see
[“Building your configuration,” on page 51

Physical and logical data in one place

HCM presents an interactive configuration diagram which allows you to maintain
not only the logical connectivity data in the IODEF, but also the physical information
about a configuration. The logical information in the IODF represents the operating
system and the channel subsystem definitions; the physical information - cabinets,
patchports, crossbar switches, cables, locations, and so on - adds the infrastructure
to the logical data.

Furthermore, the logical and physical information for each object in the
configuration match because they are created by the same process. When you create
an object, you add its logical and physical information at the same time. When you
connect, for example, a controller to a processor, the selected control units are
logically defined to the selected CHPID through a controller channel interface; the
physical connection, including the cable, is displayed visually in the configuration
diagram.

Finding and fixing configuration problems is made much easier since physical and

logical information cannot diverge. You can, therefore, use HCM to accurately
represent your hardware configuration, by supplementing the IODF data.
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Easy to use

HCM'’s intuitive graphical user interface allows you to navigate easily around the
configuration diagram and dialogs to edit information. You can readily create or
delete objects, including physical-only objects such as cabinets, patchports, crossbar
switches, or converters. You can modify any object: editing is as simple as
double-clicking the wanted object in the configuration diagram, and adjusting its
information in the resulting dialog. After you have created or modified objects, you
can physically connect and logically define them. HCM intelligently adjusts the
positions of objects in the diagram to clearly display all connections. You can also
generate reports and wall charts to analyze, plan, and implement changes to your
configuration.

You can tailor your view of the diagram to display only the objects of interest.
Zoom in to focus on one area of the diagram, or crop, reorder, show, or hide
selected objects. HCM highlights all connections to selected objects.

Although you can perform nearly all configuration tasks in HCM, some functions
such as activating a configuration must be done in HCD (see [Chapter 14,
[“HCD-only tasks,” on page 349).

Accurate system configuration

The data you define with HCM is used to activate your system. You can use the
same data to automatically generate reports and diagrams, eliminating
inconsistencies and ensuring accurate documentation of system definitions. By
skipping the tedious process of manual data entry, you make fewer errors and save
significant amounts of time.

Support for different user groups

HCM addresses the needs of several different user groups involved in
configuration management. System programmers can use HCM to more easily create
and edit configuration definitions that have been traditionally maintained in HCD.
For example, HCM supports control unit and device definitions by proposing
default parameters. Hardware support groups can use HCM to add physical data to
the configuration; for example, cabinets and patchports which are not dealt with in
the IODF. System planners can generate reports and diagrams to develop future
and/or alternate configurations for planning purposes. Operators can conveniently
retrieve information about the active status or about objects in the configuration of
a system, and can perform operation tasks on the switch. It is thus possible for the
operators to have immediate access to an overview of the configuration to help
them analyze and solve problems. This is also possible when HCM is running in
stand-alone mode.
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Chapter 2. Installing HCM

The installation of HCM is performed in three steps:
1. Install HCM on the host (z/OS or z/VM)

This procedure is performed by the system administrator at the host and is
described in the HCD and HCM for z/VM Program Directory for z/VM.

2. Install HCM on the workstation
This process is described for both platforms (z/OS and z/VM) in

[HCM on your workstation” on page 4|Before you start this process, ensure
that you meet the requirements as stated in |“Prerequisites.”|

3. Set up the TCP/IP definitions

Depending on the operating system, follow the steps described in |”Setting up|
TCP/IP definitions for z/OS” on page 7| or [“Setting up TCP/IP definitions for|
z/VM” on page 12|

Furthermore, the following additional information is contained in this chapter:

+ [“Installing service levels” on page 6|

+ |“Installing HCM in a LAN environment” on page 6|
* [“Uninstalling HCM” on page 23|

Prerequisites

The following requirements must be met to run HCM.

Workstation hardware requirements
Hardware requirements to run HCM effectively are:
¢ About 200 MB of free disk space
* Color display (1024 x 768 resolution is required)
* network adapter

Processing large configurations might require additional disk space and may
benefit from additional memory.

Software requirements
The following software requirements must be met to run HCM.

Workstation
On your workstation, you need the following;:

Operating system: You need to run one of the following operating systems:
* Windows Vista

* Windows 7

* Windows 8

HCM installation: You need a method to download the code from the host to the
workstation (for example, FTP or Personal Communications).
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For Windows Vista and later versions, you need to have administrator rights to
install HCM.

Host

HCM is a client/server application using HCD on the host as its server. The
communication protocol between the workstation and the host is TCP/IP.

For PTFs that need to be installed for the current z/OS and z/VM operating
system releases, see the PSP-bucket or refer to the HCM readme file readme.rtf.

Communication: UNIX System Services and TCP/IP must be running and the
HCM user ID must be entitled to access the UNIX System Services. Note:
Superuser authority is not necessary, but a home directory must be provided for
the user.

Browsing performance data: To access RMF Monitor III performance data for a
selected object from an HCM configuration diagram, you must have RMF installed
with the RMF Distributed Data Server (DDS) set up and running. Since the DDS is
only available on z/OS, you cannot access performance data from z/VM.

I/O Operations functions: To use the I/O Operations functions offered in HCM,
(see [Chapter 11, “User interface to I/0O Operations,” on page 277), System
Automation for z/OS (I/O Operations) must be installed and running.

Note: Access to the I/O Operations tasks is not possible when using z/VM HCD.

Installing HCM

on your workstation
Note:

The information contained in this section is valid for operating systems z/OS and
z/VM.

Before you can install HCM on your workstation, the code needs to be installed on
the z/OS host using SMP/E or on the z/VM host using VMSES/E. You can then
start to download the HCM MSI installation package on your workstation:

1. The HCM MSI installation package is available
* in the data set member SYS1.SEEQINST(EEQINSTM) on the z/OS host

* or in file EEQINSTM MSIBIN on the z/VM host from minidisk CBDIODSP
400.

Note: If the product has been installed on your host system in a different data
set, ask your system administrator for its name and use this name for the
download.

Download the HCM MSI package in binary mode onto your workstation into a
temporary folder and rename it to 'eeqinst.msi'.

Note: If you want to install HCM V1R11 or later for the first time, with
currently having an HCM version V1R10 or earlier installed, you first must
uninstall your current HCM version.

Your current settings in the HCM INI file are not deleted during uninstall, but
are used for the new installation. See also [“Uninstalling HCM” on page 23

2. Distinguish the following cases:
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* If you do not have any HCM version installed, then install the HCM MSI
package using the Windows Installer by double-clicking on the package file
or by issuing the command:

msiexec /package eeginst.msi

* If you already have HCM V1R11 or later installed, you can either start the
installation directly in a Windows command prompt with the command:

msiexec /i eeqinst.msi REINSTALLMODE=voums REINSTALL=ALL

or you must uninstall it before starting the new installation.

3. The Windows Installer guides you through the installation. During the
installation, you are asked for the destination location of HCM. You can choose
the default folder:

C:\Program Files\IBM\Hardware Configuration Manager\
or specify a different folder by clicking the Change button.

Note: If you install HCM into the default folder and want to use your own
physical description files (PDF), you must have administrator rights to access
the default folder. Otherwise, you must install HCM into a different folder
where you have write access.

4. The HCM installation creates a program folder IBM Hardware Configuration
Manager in your Start menu from where you can launch HCM. Once HCM is
successfully installed on your system, you can delete the HCM MSI package.

Purpose and location of the HCM INI file

The HCM INI file (EEQHCM.INI) is created after the first successful login to HCM.
HCM uses this file to store information and user-specific settings across HCM
sessions, for example, column settings in dialogs or folder names.

In HCM releases prior to z/OS V1IR11 HCM, this HCM INI file was stored in the
CAWINDOWS folder. Starting with z/OS V1R11 HCM, the INI file is located in
the user-specific application data folder. This folder depends on the Windows
operating system, as shown in the following examples:

Default folder for Windows XP and for user usrx:
C:\Documents and Settings\usrx\Application Data\IBM\Hardware Configuration Manager

Default folder for Windows 7 and for user usry:
C:\Users\usry\AppData\Roaming\IBM\Hardware Configuration Manager

Thus you can store multiple user-specific instances of the EEQHCM.INI file on one
workstation.

During installation, HCM checks if an INI file exists in the user-specific folder. If
HCM finds an EEQHCML.INI file there, it keeps it and uses it for all subsequent
HCM sessions. Otherwise, if no INI file is found, HCM looks for an existing copy
of this file in the C:\WINDOWS folder. If one exists there, HCM copies this file to
the new location and keeps the old version in its original location. If no INI file
instance is found, a new one is created. All future updates are done in the new
user-specific file.

Extracts from an example INI file:

[HCM]
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CONFGDIR=D:\hcmcfg

TCPIPHOST=hostname.company.com
TCPIPPORT=51107

Note:

1. If you get timeout messages (like EEQX305E or EEQX414E) when trying to
establish an HCM-HCD session for the first time, increasing timeout values in
the INI file might not help, because the defaults are usually sufficient. The
problem might be the TCP/IP configuration/customization (LE environment,
DNS name server, and so on. First check the reason for the timeout before
increasing the defaults. See [Chapter 17, “Problem determination,” on page 407|
for more details.

2. There might be situations when you need an INI file for the first login request,
for example, with very slow JES queues. In this case, you can simply use an
editor and create the INI file manually with the desired contents.

Installation problems

If you have problems after starting the installation program, first check to see
whether your files have been corrupted. It may be necessary to download them
again in binary mode and retry the installation. If this does not help, obtain the
current host PTF once more and install it. Download the files again and retry the
installation. If this still does not solve your problem, contact IBM.

Installing service levels

From time to time, IBM makes available service levels to update HCM. These
service levels are numbered in ascending order according to their release date. A
new service level comprises the complete product with the new updates as well as
all updates from earlier service levels. That is, you only have to install the newest
service level to obtain all product updates.

During installation, HCM displays the contents of the README file, which
contains information about the current enhancements. This file is called readme.rtf
and resides in the installation folder after you have installed the service level.
Always see the readme.rtf file before you install or use the new service level.

For information about service levels, see the[HCM home page available at
[http://www.ibm.com/systems/z/0s/zos/features/hcm/|

Installing HCM

in a LAN environment

For shared access of HCM you can install HCM in a LAN environment. This has
several advantages.

When you keep the HCM product folder on a LAN disk, all HCM users are using
the same service level of HCM and a service update has only to be installed once.

When you run HCM in a LAN environment, consider the following:

* The installation utility of HCM creates an entry in the Start menu of the PC
from which HCM has been installed. If you want to use HCM from the LAN
resource on a different PC, you must create an icon on your desktop or in your
Start menu to work with HCM.
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* If a controlled exit occurs, or if some logging mechanism is activated for
debugging purposes, HCM writes some log files to the installation folder. If in
your environment the HCM installation folder on the LAN is write protected,
the log files could not be created. Additionally, if you want each LAN user to
keep own log files, you can specify a folder other than the default one, using the
ERRLOGDIR parameter in the [HCM] section of the EEQHCM.INI file. See
[HCMERR.LOG PC file” on page 415| for more information about the error log
file.

* As the installation utility keeps some data locally on the workstation from which
HCM is installed, it is recommended that the HCM program on the LAN is only
deleted and updated by the PC from which it has been installed originally.

Establishing the host communication

After you have successfully installed HCM on your workstation, you must link the
host and the workstation depending on your operating system:

* |“Setting up TCP/IP definitions for z/0S”|
* [“Setting up TCP/IP definitions for z/VM” on page 12|

Setting up TCP/IP definitions for z/0S

When the HCM client is running on your workstation, it needs a server program
running on the host. The server program is a TCP/IP program that listens for
incoming HCM requests on a specific TCP/IP port. These HCM requests are
passed to HCD to be executed. The server program - called HCM agent - has to be
started before HCM requests are passed. The HCM agent (HCD server) is started
by a daemon program (HCM dispatcher) as soon as a HCM login request has been
issued. This HCM dispatcher program must be started before the first HCM login
request is issued. It can run permanently on the z/OS host.

Note: Starting with z/OS V1R11, HCM supports the Internet Protocol IPv6 in
addition to IPv4 to establish a communication session with the HCD host.

The following picture provides an overview of the structure and illustrates the
relations between the HCM client, HCM dispatcher, and the HCM agent.
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Figure 1. Relationship between HCM Client, HCM Dispatcher, and HCM Agent

The HCM dispatcher listens on a specific TCP/IP port and waits for incoming
HCM login requests. For each HCM login request Y, the HCM dispatcher checks
the passed user ID and password for correctness. If user ID and password are
correct, the HCM dispatcher looks for a free IP port. Then it starts an HCM agent
program (HCD server program) which listens to HCM requests on that particular
IP port H. As soon as the HCM agent is started and ready E, the HCM
dispatcher passes the particular IP port to the HCM client J. The HCM client
then closes the session to the HCM dispatcher and starts a session to the started
HCM agent using the passed IP port [J. As soon as the HCM client has
connected the HCM agent, the HCM dispatcher is free again to wait for other
incoming HCM login requests on its IP port. As soon as HCM terminates the HCM
client server connection, the HCM agent is terminated and the used port is freed
again.

The advantage of having an HCM dispatcher which waits permanently on a
specific port for incoming HCM login requests is, that each HCM user performs a
login request to a fixed port ID and does not have to specify a particular job input
to start the HCD server. This means, that all HCM users automatically have the
same setup, and that this has only to be done once. As the HCM dispatcher is
always running, all HCM users always use the same IP port for the login request.
HCM saves the IP port across sessions and offers it in the login window. Therefore,
the user has to specify it only once.

The TCP/IP port for the HCM login requests is determined when the HCM
dispatcher is started. If during the start of the HCM dispatcher nothing special is
specified, the default TCP/IP port number is 51107. This is also the default port
number which is used by HCM for a login request if no port is specified.

The HCM dispatcher creates a job out of a skeleton and submits this job to start
the HCM agent (for an example of the job skeleton, see [“Skeleton used to start the|
[HCM agent” on page 9). After the HCM agent has been started and is running, the
HCM client communicates with the HCM agent. The HCM client uses the same
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host name for the communication with the HCM agent as it has used for the login
request to the HCM dispatcher. Therefore, the HCM agent must run on a system
with the same host name as the HCM dispatcher. This fact might be especially
important, if your system is within a parallel sysplex. In this case, you can specify
the system on which the agent must run in the provided skeleton.

You can start the HCM dispatcher in two ways:

* Starting the HCM dispatcher as a started task by using the procedure
CBDQDISP provided in the library SYS1.PROCLIB. Consider to start the HCM
dispatcher automatically after IPL of your z/OS system (for example, by using
System Automation). See [“Starting the HCM dispatcher as a started task” onl
for an example on how to start the HCM dispatcher as a started task.

e Starting the HCM dispatcher by submitting a batch job. A sample of a job, which
can be used to start the HCM dispatcher is provided as CBDQDIS]J in
'SYS1.SAMPLIB'. Adapt this job, before you submit it.

If you do not want to accept the default port number, you can choose your own by
changing the procedure or the sample job to start the HCM dispatcher. Inform the
HCM users of the TCP/IP port for the login requests. The HCM client will not
accept a port number 0 or port numbers bigger than 65535.

Each HCM session needs its own dedicated server, and each active HCM server
needs its own unique TCP/IP port number. The HCM dispatcher looks for a free
port number in a specific range. Per default a port number is chosen in the range
of 10000 to 65535 for the server. It is possible to determine a different range for the
ports to be chosen for the HCM agent during start of the HCM dispatcher.

The user ID under which the HCM dispatcher is running, as well as the user IDs
used for working with HCM must have permission to use UNIX System Services.
Note that superuser authority is not required, but a home directory is to be
provided for these user IDs. For example, you can use /u/userid (where userid is
your own user ID) as a home directory for the HCM user ID.

Depending on your general TCP/IP setup, it might be necessary that you include a
DD statement for SYSTCPD for the HCM dispatcher and the HCM agent.

Skeleton used to start the HCM agent

There is a sample of skeleton CBDQAJSK provided in SYS1.PROCLIB. The HCM
dispatcher uses this sample job to build up a job, which is submitted to start the
HCM agent.

You can adapt this skeleton according to your installation needs. Especially you
may want to specify accounting information in the job card of the skeleton, if your
installation requires accounting information. Note, if your installation requires
accounting information, and there is no accounting information specified in the
skeleton, each HCM user will have to provide this information in the
EEQHCM.INI file. For all other substitutable parameters, the HCM dispatcher
provides default values, for example, &SYSUID..HCD.PROFILE and

&SYSUID. HCM.TRACE as data set names for the HCD profile and the HCM trace
data set. If you specify values for substitutable parameters, then these values are
used, and not the default values or values specified in the HCM user's EEQHCM. INI
file, for example, an increased REGION size for the HCM agent.

In any case, check, whether you have to adapt this skeleton for your environment
regarding the JOBPARM SYSAFF parameter for JES2 or MAIN SYSTEM parameter
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for JES3. The job must be executed on the system with the system name specified
during HCM client logging to the HCM dispatcher.

Furthermore, an HCM user can take this skeleton, make a copy of it, and specify
values for personal needs. To use this private copy, the HCM user needs an entry
in the EEQHCM.INI file to tell the HCM dispatcher not to use the default skeleton,
but the user-specified skeleton.

Starting the HCM dispatcher as a started task
There is a procedure CBDQDISP provided in SYS1.PROCLIB, which you can use to
start the HCM dispatcher as a started task.

You can create a new user ID or use an existing one to be associated with the task
of the HCM dispatcher. This user ID has to have permission to use UNIX System
Services.

After the procedure has been adapted to your installation needs, you can start it by
using the start command. Start the HCM dispatcher always after the system has
been IPLed. You can also start the HCM dispatcher automatically using System
Automation for z/OS.

You can change the following parameters in the procedure:

Job name
The HCM dispatcher submits a job for each incoming HCM login request.
Per default the job name of this job starts with CBD. If you want the job
names to start with something different than CBD, you can specify a
different string for the beginning of the job name by setting the JNP
variable. If you want the job name to contain the user ID of the HCM user,
specify +U and the HCM dispatcher will substitute the +U with the
requester's user ID. You can also add a prefix to the user ID or append a
string to the user ID. For example, a X+UY for a passed user ID BMGN would
result in XBMGNY for the beginning of the job name. Note, the HCM
dispatcher does not accept more than 7 digits for the beginning of a job
name. Strings longer than 7 digits are truncated. The HCM dispatcher
generates a job name using the JNP variable and fills it up to 8 digits. If the
JNP variable contains 3 digits, the job name is filled up to 8 digits by using
parts of the port address of the HCM dispatcher and parts of the port
address of the HCM client, which will be started. If the JNP variable does
not have 3 digits, it will be filled up to 8 digits by using 0...9 and A...Z.

Logging information
For special cases (debugging or better control), the HCM dispatcher can
write logging information into a data set. In this case, change the L0G
variable.

Port  If there is any reason to use another port than 51107 on which the HCM
dispatcher listens for incoming HCM login requests, you can specify your
port by setting the PORT variable.

Skeleton
You can specify another skeleton to be used to start the HCM agent by
changing the JSK variable.

Port range
It is possible to determine a different range for the ports chosen by the
HCM dispatcher for communication with the HCM agent during start of
the dispatcher. The port range used must be configured to be available and

z/0S V2R2 and z/VM V6R2.0 HCM User's Guide



permitted to the HCM agent. Set the variables PO and P1 to appropriate
values. Note that ports bigger than 65535 are not allowed.

Creating a user ID: If you want to run the HCM dispatcher as a started task, you
must create a user ID for it.

1. Create a user ID to be used as started task for the procedure CBDQDISP. This
user ID must have permission for running UNIX System Services.

2. Define the user ID to be used for the started task procedure CBDQDISP.
3. Refresh RACF®.

The following figure shows a sample job in which the user ID for the HCM
dispatcher can also be used by the UNIX System Services. (Note that the specified
home directory for the HCM dispatcher is the root directory in this example).

Sample JCL for creating a user ID for UNIX System Services
//ADDUSER EXEC PGM=IKJEFTO1

JISYSIN DD *
AU CBDQDISP NAME('STARTED-T. M. GNIRSS') OWNER(STCGROUP) +
DFLTGRP (STCGROUP) +
OMVS (HOME (/) PROGRAM(/bin/sh) UID(4711))
//*
//DEFRACF  EXEC PGM=IKJEFTOI

J/SYSTSIN DD *

RDEF STARTED CBDQDISP.+ STDATA(USER(CBDQDISP) GROUP(STCGROUP))
//*
//REFRESH EXEC PGM=IKJEFTO1

//SYSTSIN DD =
SETR REFRESH RACLIST(STARTED) GENCMD(*) GENERIC(x)
/*

Starting the HCM dispatcher as a batch job

You can either start the HCM dispatcher as a started task, or by submitting a batch
job. For this purpose, you can use the sample job CBDQDISJ in SYS1.SAMPLIB and
submit it after you have adapted it to your needs.

Stopping the HCM dispatcher
To stop the HCM dispatcher, use the cancel command. The stop command is not
supported.

Define an HCD profile

HCM uses HCD on the host as its server. This allows you to define an HCD profile
to tailor HCD supplied defaults and processing options to your installation needs.
Using a profile is optional. The profile file data set must have the following
characteristics:

* Be either a sequential or a member of a partitioned data set
* Have fixed length (80 bytes), fixed blocked record format

For more information, see [z/OS HCD User’s Guidd

Note: If you do not need an HCD profile, remove the substitutable variable
<HCDPROF> from the skeleton, which is used to start the HCM agent.

Allocate the HCM trace data set

Before you can start an HCM agent (HCD server) on the host, you have to allocate
a data set that will be used by this HCM agent's trace facility. This trace data set
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must have a different name than the standard HCD trace data set (which is called
userid HCD.TRACE), allowing you to use HCM and HCD concurrently. The
recommended name for the HCM agent's trace data set is userid. HCM.TRACE.

The following job can be used to allocate the trace data set.

//ALLOC ~ JOB (DE@3141,,),'GNIRSS',CLASS=A,MSGCLASS=H,MSGLEVEL=(1,1)
/1%

//STEP1 EXEC PGM=IEFBR14

//DUMMY DD DSN=WAS.HCM.TRACE,

// DCB=(RECFM=FB, LRECL=80,BLKSIZE=6160),
// SPACE=(CYL, (5,20)) ,DISP=(NEW,CATLG) ,UNIT=SYSALLDA
/1

Figure 2. Sample Job for Trace Data Set Allocation

Specifying TCP/IP on your workstation

Before you can use HCM with TCP/IP, the TCP/IP networking protocol must be
installed and configured on your workstation. See your TCP/IP documentation for
information about how to do that.

To verify that TCP/IP is enabled, try one of the the following commands from the
Windows command prompt:
e ipconfig /all - this displays your Windows IP configuration.

* ping hostaddress - where hostaddress is the IP name or address of
your z/0S host where the HCM dispatcher runs.

Setting up TCP/IP definitions for z/VM

Before you can use HCM with TCP/IP, the TCP/IP networking protocol must be
installed and configured on your workstation. See your TCP/IP documentation for
information about how to do that.

The HCM graphical user interface uses the z/VM HCD TCP/IP dispatcher for
HCM to route incoming HCM requests to HCD on z/VM. For this communication,
you must provide a certain setup as described in the following topics:

* [“Setting up the service virtual machine”
* [“Setting up the z/VM HCD TCP/IP Dispatcher for HCM” on page 15|

How to invoke HCM as the interface to z/VM HCD is described in
[stopping HCM for z/VM” on page 26/

The z/VM HCD TCP/IP dispatcher is based on the Reusable Server Kernel (RSK)
as described in the z/VM Reusable Server Kernel - Programmer’s Guide and Reference.
For more detailed information about the purpose of the z/VM HCD TCP/IP
dispatcher, refer to the description of z/VM HCD in z/VM: I/O Configuration.

Setting up the service virtual machine

HCM on the workstation communicates with z/VM HCD on the host using the
z/VM HCD TCP/IP dispatcher, which is also located on the host, as a mediator,
using TCP/IP. The z/VM HCD TCP/IP dispatcher and z/VM HCD must run on
the same service virtual machine (SVM). Exactly one dispatcher SVM is needed for
each HCM client program which wants a connection to z/VM HCD.

A complete SVM for the z/VM HCD TCP/IP dispatcher for the default user ID
CBDIODSP is shipped with z/VM. To set up your own customized SVM, perform
the steps described in the following subsections:
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* [“Required minidisks”]

* |“CP directory entry for service virtual machine” on page 14

Required minidisks: Most of the files needed or generated by the z/VM HCD
TCP/IP dispatcher and z/VM HCD may reside on minidisks as well as in shared
file system (SFS). There are only two file types which must be located on a
minidisk:

* the IODF file(s) used by z/VM HCD

* the trace file(s) generated by z/VM HCD

Most of the files needed or generated by the z/VM HCD TCP/IP dispatcher and
z/VM HCD are rather small. Files of the following types, however, may grow very
large, depending on your I/O configuration and the used trace settings:

* the IODF file(s)
* the trace file(s) generated by z/VM HCD
* the trace file(s) generated by the z/VM HCD TCP/IP dispatcher

Typically, you will maintain several IODF files reflecting different I/O
configurations at the same time. For this reason, you may consider to use a
separate minidisk for your IODF file management.

A trace file generated by z/VM HCD will use a maximum of 20% of free space on
the minidisk. If this amount is exhausted, z/VM HCD wraps around and starts to

write records into the trace from the beginning. Ensure that enough minidisk space
is available if you expect large z/VM HCD trace files.

A trace file generated by the z/VM HCD TCP/IP dispatcher is not written in
wrap-around mode, but will use all available space. Note that this file may reside
in minidisk or SFS. Ensure that enough space is available if you expect large z/VM
HCD TCP/IP dispatcher trace files.

The following tables provide an overview of required and optional minidisks.

Table 2. Required Minidisks

Minidisk Description

CBDIODSP 400 z/VM production build/code disk

MAINT 190 Production disk containing the RSK American English message text file and the RSK
run-time environment

MAINT 19E Production disk containing z/VM system

Table 3. Required Minidisks for Installation

Minidisk Description
6VMHCD20 2C2 z/VM HCD sample file and user local modification disk
MAINT 193 Production disk containing Reusable Server Kernel (RSK) library files

Table 4. Optional Minidisks

Minidisk

Description

MAINT 19D

Production disk containing American English help files for z/VM HCD
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Table 4. Optional Minidisks (continued)

Minidisk

Description

TCPMAINT 592

Production disk containing TCP/IP client code. These clients are useful for testing
and troubleshooting TCP/IP connection problems. So this disk must be accessed if
you want to use any of these programs: ping, traceroute (tracerte), telnet, nslookup,
netstat, hometest, ftp.

CP directory entry for service virtual machine: In order to enable an HCM client
program to communicate with z/VM HCD, you need one CP directory entry for
each SVM introduced in [‘Setting up the service virtual machine” on page 12 The
following example shows parts of a default CP directory entry as shipped with the
product. If you want to use different settings, change according to your needs. CP
directory entries can only be updated by a z/VM system administrator with the
required authority.

USER CBDIODSP <password> 256M 999M BCEFG

INCLUDE IBMDFLT

MACH XC

OPTION MAXCONN 64 QUICKDSP SVM APPLMON DIAG88

XCONFIG ADDR MAXNUMBER 5 TOTSIZE 5G NOSHARE
MDISK 0191 ... adapt to your needs

ST B WN =

The values specified in this example are recommended.

The statements are explained in more detail:

In our example, the user on the service virtual machine has the user ID
CBDIODSP. When creating a new user ID, the second parameter (password)
defines the password to be used.

256M means that the virtual machine has 256M of primary address space
available after logging in. This value is recommended if large IODFs have
to be processed.

999M means that the user on the virtual machine is allowed to enlarge the
primary address space size up to 999M (using the CP command DEFINE
STORAGE).

BCEFG means that the user ID CBDIODSP is allowed to enter CP commands
of privilege classes B, C, E, F and G.

You can find a list of privilege classes in z/VM CP Command and Ultility
Reference. How privilege classes are used in z/VM HCD, is described in
z/VM: 1/O Configuration.

Includes the profile IBMDFLT.

BN

The dispatcher virtual machine is restricted to run in an XC virtual
machine which simulates ESA /XC architecture. This is why the ' MACH
XC' entry is required.

ﬂ MAXCONN 64 specifies the maximum number of IUCV and APPC/VM
connections allowed for this virtual machine. The TCP/IP line driver of the
Reusable Server Kernel (RSK) needs this value to be set high enough. See
z/VM Reusable Server Kernel - Programmer’s Guide and Reference for details.

QUICKDSP causes a virtual machine to be added to the dispatch list
immediately when it has work to do, without waiting in the eligible list.

SVM specifies that the virtual machine is a service virtual machine. The
monitor data records associated with this virtual machine include the

14 2/0S V2R2 and z/VM V6R2.0 HCM User's Guide



SVMSTAT setting. The only purpose is to allow products that process
monitor data to report on service virtual machines separate from end-user
virtual machines. No other operations, such as transaction or wait state
classification, are affected by this operand.

APPLMON: The RSK uses application monitoring. Option APPLMON is only
needed if application monitoring is desired. APPLMON authorizes the virtual
machine to issue DIAGNOSE code X'DC' by which an application may
declare or delete a buffer for CP monitoring. After the buffer has been
declared for monitoring, all data in it is collected by CP into monitor
records at each sample interval. For more information about DIAGNOSE
code X'DC', see z/VM: CP Programming Services. You can find further useful
information in z/VM Reusable Server Kernel - Programmer’s Guide and
Reference, chapter Monitor Data and chapter Command Description.

DIAG88 specifies that the virtual machine is authorized to use DIAGNOSE
code X’88" to validate user authorizations. For information about diagnose
code X’88’, see[“Setting up Security” on page 19|and refer to z/VM: CP
Programming Services.

5 The XCONFIG statement specifies control parameters for the extended
configuration facilities provided in the XC virtual machine architecture.
The XCONFIG ADDRSPACE operand specifies the maximum number of
nonprimary address spaces (sometimes known as data spaces) and the
total size in bytes of all nonprimary address spaces that the virtual
machine can own simultaneously.

MAXNUMBER 5 specifies the maximum number of nonprimary address spaces
that this virtual machine can create and have existing concurrently.

TOTSIZE 5G specifies the maximum total size of all address spaces that this
virtual machine can create and have existing concurrently, in our example,
5 gigabytes.

NOSHARE tells CP that the virtual machine is not allowed to make its
address spaces available for access by other virtual machines.

6 MDISK 0191 ... defines an A disk. IODFs in VM must reside on a minidisk
that is formatted with 4 K blocksize.

Setting up the z/VM HCD TCP/IP Dispatcher for HCM

After the previous preparations have been performed by the z/VM system
administrator, you now need to perform the steps described in the following
sections to set up the z/VM HCD TCP/IP dispatcher on your z/VM machine:

* [“How to set up required files” on page 1
p req pag

* [“Setting up Security” on page 19|

provides an overview of files that you need to prepare for this purpose. For
more detailed information see [“How to set up required files” on page 16/

Table 5. Quick File Reference

File Name Description

PROFILE EXEC

A REXX EXEC which is executed upon login to the z/VM HCD
TCP/IP dispatcher.

User Map file
(USERID MAP) This file contains a mapping for incoming clients to user IDs used

by the z/VM HCD TCP/IP dispatcher. It can be used to control
access to the z/VM HCD TCP/IP dispatcher.
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Table 5. Quick File Reference (continued)

File Name Description

Storage Group file
(SGP FILE) The storage groups known to the Reusable Server Kernel (RSK) are

recorded in this file. Although storage groups are not used by the
z/VM HCD TCP/IP dispatcher, this file must be provided.

Authorization files
Files used to hold authorization data managed by the RSK. The

RSK will create these files if they do not exist.

PROFILE RSK
REXX EXEC which is executed when the z/VM HCD TCP/IP

dispatcher is started.

CBDCONF NAMES
z/VM HCD names file defining default file names and settings.

CBDSDISP EXEC
REXX EXEC used to start the z/VM HCD TCP/IP dispatcher.

z/VM HCD Profile
(HCD PROFILE) Profile defining the settings of your z/VM HCD session.

How to set up required files: This section handles the required files as
introduced in [Table 5 on page 15| that the z/VM HCD TCP/IP dispatcher needs to
startup and run.

PROFILE EXEC:

The PROFILE EXEC should contain the following statements:

e 'SET LANGUAGE ( ADD BKW USER': This statement makes available American
English messages of the RSK.

e 'GLOBAL LOADLIB CBDMOD': This statement inserts the z/VM HCD load library
into the library chain, so that the z/VM HCD TCP/IP dispatcher can load z/VM
HCD.

e RPIUCMS INIT: By default, the CP security model is used. If you prefer to use
RACE/VM as the external security manager (ESM), you must use this statement
to establish the connection to the RACF/VM virtual machine.

A sample PROFILE EXEC file named CBDSDPRF SAMPPROF is shipped with the product.

For more information about the statements required by RACF/VM, you may refer
to External Security Interface (RACROUTE) - Macro Reference for MVS™ and VM.

USERID MAP (User Map File):

The user ID mapping file USERID MAP A contains information about which users are
allowed to connect to the server over which transport mechanism. See z/VM
Reusable Server Kernel - Programmer’’s Guide and Reference for more information. The
following is a sample user ID mapping file:

*

* User ID mapping file for RSK

*

MAP TCP =.*.x % CBDIODSP

This sample defines that any user connecting via TCP/IP with an arbitrary IP
address is accepted and is internally mapped to user ID CBDIODSP. The z/VM
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HCD TCP/IP dispatcher does not use the mapped user ID. For that reason, the
mapped user ID can be chosen arbitrarily.

A sample USERID MAP file named CBDSDUID SAMPMAP is shipped with the
product. It is recommended to copy this file to the A disk of dispatcher virtual
machine. Ensure that the name you choose for the user map file corresponds to the
CONFIG UMAP_FILE setting in the RSK PROFILE. The sample PROFILE RSK
expects the user map file under USERID MAP A.

In general, there is no need to change the USERID MAP sample. You may change
it to restrict access to the dispatcher by specifying a list of IP addresses allowed to
contact the dispatcher.

SGP FILE (Storage Group File):

The storage group file needs to be set up manually before the z/VM HCD TCP/IP
dispatcher is started for the first time. This is required, although the z/VM HCD
TCP/IP dispatcher does not use storage groups.

The PROFILE RSK sample contains file name, file mode, and file type (SGP FILE A)
of the storage group file using command CONFIG SGP_FILE. To create the storage
group file for the first time, open XEDIT and type an asterisk (*) in the first
column of the first line and save the file. See z/VM Reusable Server Kernel -
Programmer’s Guide and Reference for more details.

A sample storage group file named CBDSDSGP FILE is shipped with the product.
You can copy this file to the A disk of dispatcher virtual machine. Ensure that the
name you choose for the storage group file corresponds to the CONFIG SGP_FILE
setting in the RSK PROFILE. The sample PROFILE RSK expects the storage group
file under SGP FILE A.

Authorization Files:

The authorization files need not exist upon first start of the z/VM HCD TCP/IP
dispatcher. They are created automatically. See z/VM Reusable Server Kernel -
Programmer’s Guide and Reference for more details. According to this manual, the
authorization files should be located on separate minidisks (or in SFS). Because the
z/VM HCD TCP/IP dispatcher does not use the RSK authorization service, they
can be located on the A disk without any harm.

The sample PROFILE RSK creates these files on the A disk.
PROFILE RSK:

The PROFILE RSK controls the behavior of the Reusable Server Kernel (RSK) and
the z/VM HCD TCP/IP dispatcher. See z/VM Reusable Server Kernel - Programmer’s
Guide and Reference for information about the profile.

A sample PROFILE RSK named CBDSDRPF SAMPPROF is shipped with the
product. It is recommended to copy this profile to the A disk of the dispatcher
virtual machine. In general, there is no need to change this sample. It is
preconfigured for storing the authorization files, the storage group file and the user
map file on a minidisk using the default file names and types. If you want to store
these files under SFS or want to control the file names and types you have to
change the sample profile according to your needs.
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Note:

If the name of your TCP/IP service virtual machine is not equal to 'TCPIP', then
you have to change the TCP START command in PROFILE RSK. Refer to the z/VM
Reusable Server Kernel - Programmer’s Guide and Reference for information about the
TCP START command.

CBDCONF NAMES:

A sample CBDCONF NAMES file is shipped with the product which should work
for most users without modifications. Ensure that the default TCP port setting of
51107 contained in the CBDSDISP section fits with your environment and is
reserved for the z/VM HCD TCP/IP dispatcher.

Therefore, the following port entries must be in PROFILE TCPIP:

PORT
51107 TCP CBDIODSP
51107 UDP CBDIODSP

where CBDIODSP is the user ID of your z/VM HCD TCP/IP dispatcher.

If more than one dispatcher shall be started working on the same IP address, they
all need different port numbers.

If there is a need to adapt the settings in CBDCONF NAMES, copy the file to the A
disk of the virtual machine. Apply all changes to the local copy of the CBDCONF
NAMES file.

CBDCONF NAMES contains a section called CBDSDISP (' :NICK.CBDSDISP') which
contains the following list of variables:

* CBDTRANT: Defines the file name and file type of the trace file written by the
z/VM HCD TCP/IP dispatcher. Default: ':CBDTRANT.CBDSDISP TRACE'.

* CBDTRAMD: Defines either a minidisk file mode or an SFS directory name to
which the z/VM HCD TCP/IP dispatcher for the HCM trace file is written.
Default: ' :CBDTRAMD.A".

¢ PORT: Defines the TCP port to which the z/VM HCD TCP/IP dispatcher listens.
Default: ':PORT.51107".

* SECURITY: Defines the security model which the z/VM HCD TCP/IP dispatcher
uses for user ID / password validation. The value 'CP' stands for native CP
security for user ID / password validation basing on DIAGS88. The value 'ESM'
means usage of an external security manager (ESM), for example, RACF/VM.
Default: ':SECURITY.CP'.

* DSPTRACE: Determines whether the trace written by the z/VM HCD TCP/IP
dispatcher is to be switched off after successful startup. The value 'YES' lets the
dispatcher continue tracing. The value 'NO' causes the trace to be switched off
after startup. Default: ' :DSPTRACE.NO'.

* TRACELOG: Defines the file name, type, and mode of the z/VM HCD trace file.
This trace file is always needed and will be filled with at least one record when
HCM closes a connection to the z/VM HCD TCP/IP dispatcher. Default:

": TRACELOG.CBDMGHOM TRACE A'.

* MSGLOG: Defines the file name, type, and mode of the z/VM HCD message log
file. Default: ':MSGLOG.CBDMGHOM MSGLOG A'.

e PROFILE: Defines the file name, type, and mode of the z/VM HCD profile.
Default: ':PROFILE.HCD PROFILE =*'.
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CBDSDISP EXEC:

A REXX utility named CBDSDISP EXEC is used to start the z/VM HCD TCP/IP
dispatcher. CBDSDISP does not support any parameters. CBDSDISP recognizes the
'(VERBOSE ' option which can be used to obtain information about variable
settings and allocations of the z/VM HCD profile.

CBDSDISP is configurable in a way such that several variable settings are read
from the file CBDCONF NAMES. A sample file CBDCONF NAMES is shipped
with the product.

CBDSDISP expects exactly one CBDSDISP section in CBDCONF NAMES and
exactly one definition for each of the variables listed above.

CBDSDISP allocates the following files which the z/VM HCD TCP/IP dispatcher
needs to run z/VM HCD:

* HCDLOAD: CBDMOD LOADLIB *.

* HCDTRACE: Filename specified by the TRACELOG variable setting from
CBDCONF NAMES *.

* HCDMLOG: Filename specified by the MSGLOG variable setting from CBDCONF
NAMES *.

* HCDPROF: Filename specified by the PROFILE variable setting from CBDCONF
NAMES *. Allocation only takes place if the file really exists. If it does not exist,
the processing continues without allocating HCDPROF.

HCD PROFILE (z/VM HCD Profile):

A sample HCD PROFILE named CBDSDHPF SAMPPROF is shipped with the
product and contains a profile skeleton. You may copy this file to the A disk of the
dispatcher virtual machine and adapt it. It must at least contain a comment as the
first line.

See z/VM: 1/O Configuration for details on updating the HCD PROFILE.
Note:

All of the required files have been copied to the A disk of the shipped default
z/VM HCD TCP/IP dispatcher service virtual machine for user ID CBDIODSP.

Setting up Security

You can exploit native CP methods to set up security or you can use an external
security manager (ESM) for this purpose. Depending on your choice, read one of
the following sections:

* ["How to set up security with native CP” on page 20|

+ [“How to set up security using an external security manager” on page 20t In this
section, RACF/VM is used as an example of an external security manager.

To set up security on your z/VM system, you need to have system administrator
authority.

You can use the following z/VM HCD TCP/IP dispatcher commands (also further
described in [“z/VM HCD TCP/IP Dispatcher for HCM commands” on page 414)
to either display your current security setup or enforce CP security or ESM
security:
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* CBDIODSP SECURITY CP: Enforces logon verification according to CP security
(DIAGSS is used). This setting is default.

* CBDIODSP SECURITY ESM: Enforces logon verification according to ESM settings.
ESM must be initialized.

» CBDIODSP SECURITY LIST: Prints the security model in effect for the dispatcher
(CP or ESM).

How to set up security with native CP: If you want to set up security with the
help of native CP, ensure that the following prerequisites are fulfilled:

¢ In file CBDCONF NAMES, specify the following entry:
:SECURITY.CP /% :SECURITY.ESM | :SECURITY.CP */
* In the CP directory entry for the service virtual machine, specify OPTION DIAG88
as described in | of [“CP directory entry for service virtual machine” on page

Then the password specified like in the CP directory entry is authorized
to use the z/VM HCD TCP/IP dispatcher for HCM.

If you select this security alternative, you can skip the next section and continue to
read [“Verifying TCP/IP host communication” on page 22

How to set up security using an external security manager: This section
describes the interfaces used to access z/VM security-related services and the
specific actions that must be taken if you use RACF/VM as external security
manager (ESM).

Note:

For any ESM, in file CBDCONF NAMES, specify the following entry:
:SECURITY.ESM

Client Authentication:
Note:

In the descriptions that follow, it is assumed that you use the following routines or
programs:

* the CSL routine DMSPASS provided by IBM
* RACF/VM as external security manager (ESM)
* RACROUTE provided by IBM as the request handler

If :SECURITY.ESM is specified in CBDCONF NAMES, and an HCM client requests
access to z/VM HCD, the z/VM HCD TCP/IP dispatcher will call DMSPASS to
ensure that the provided user ID and password are valid. Expired passwords may
not be used to access the system and the servers do not provide a mechanism for
clients to change the password.

Setting up security with RACF/VM: Use the following procedure to authorize
virtual machines to issue RACROUTE requests. This authorization applies to all
RACROUTE requests that specify RELEASE=1.9 or any later release.

You should limit the number of virtual machines that are authorized to use the
RACROUTE interface on VM. The performance of RACF/VM may be affected if
many virtual machines are issuing RACROUTE requests to the RACF/VM service
machine.
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This section gives an outline of the actions. For more information about this topic,
refer to External Security Interface (RACROUTE) - Macro Reference for MVS and VM.

1.

Identify the RACF/VM service machine to which RACROUTE requests will be
sent. Make sure the dispatcher virtual machine has access to the RACF
SERVMACH file.

See the RACF System Programmer’s Guide for more information.
Enable HCD/HCM to access DIAGNOSE X‘88”:

You must enable the CBDIODSP service machine for DIAGNOSE X‘88" access.
If RACF is being used to control DIAGNOSE X‘88" access, enable DIAGNOSE
X’88" access for CBDIODSP by completing the following steps:

Step 1. Enable RACF/VM profile protection for DIAGNOSE X‘88":

a. Confirm that there are no members called DIAG088/NOCTL in the active
VMXEVENT profile.

b. Create a profile called DIAG088 in the VMCMD class with a default access
of NONE:

RDEFINE VMCMD DIAGO88 UACC (NONE)
c. Ensure that the VMCMD class is active:
SETROPTS CLASSACT (VMCMD)

Note: If you do not enable RACF profile protection, the CBDIODSP server
must be defined with OPTION DIAGSS in its directory entry.

Step 2. Give the CBDIODSP server permission to perform password validation
using DMSPASS (which uses DIAGNOSE X‘88” subcode 8):

PERMIT DIAGOS88 CLASS(VMCMD) ID(CBDIODSP) ACCESS (READ)
For more information, see the [z/OS Security Server RACF Security Administrator’s|

Make sure the z/VM HCD TCP/IP dispatcher virtual machine has IUCV
authorization by performing one of these two steps:

* Update the RACF/VM service machine's CP directory entry by adding IUCV
ALLOW to provide global IUCV authorization, so that any user in the system
can connect to the RACF/VM service machine.

* To give IUCV authorization to a single user, update the RACROUTE issuer's
CP directory entry (for example, the default CBDIODSP z/VM HCD TCP/IP
dispatcher) by adding an IUCV statement that specifies the RACF/VM
service machine with which the RACROUTE issuer will be communicating,
for example: IUCV RACFVM PRIORITY MSGLIMIT 255.

See z/VM: CP Planning and Administration for more information.

RACF-authorize a connection to the RACF/VM service machine with the
following substeps:

* Log on with a user ID having the system-SPECIAL attribute.

* Create a profile named ICHCONN in the FACILITY class: RDEFINE FACILITY
ICHCONN UACC (NONE).

* Give UPDATE access authority to appropriate dispatcher service machines:
PERMIT ICHCONN CLASS(FACILITY) ID(user-ID|group-ID) ACCESS(UPDATE)

Update access to profile ICHCONN allows the z/VM HCD TCP/IP
dispatcher service machine to issue certain RACROUTE requests on VM.

 Activate the FACILITY class (if this class is not already active): SETROPTS
CLASSACT (FACILITY).
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5. In your PROFILE EXEC (see page [‘How to set up required files” on page 16),
initialize the connection to the RACF/VM virtual machine by removing the
comment characters in the following line:

/* RPIUCMS INIT =*/

6. To access the HCD services remotely on z/VM, a user needs to logon to the
HCD dispatcher. The logon is done with a user ID and password as defined to
the external security manager, for example, IBM Security Server RACE The
user must have the same access rights as for using HCD directly in the
operating system.

If the APPL class for the security product is active, a profile can be defined to
allow only certain users to log on to the HCD Dispatcher. You can manage
access to the HCD application by profile CBDSERVE in the APPL class. Users
who are allowed to use HCD need READ access to this profile. Sample
definitions for user HCDUSER for RACF would look like:

RDEFINE APPL CBDSERVE UACC(NONE)
PERMIT CBDSERVE CLASS(APPL) ID(HCDUSER) ACCESS(READ)

Verifying TCP/IP host communication

Note:

The information contained in this section is valid for operating systems z/OS and
z/VM.

If you cannot establish a connection to the host, first check whether you specified
the correct host name in the HCM login dialog. If the host name is correct, use the
ping command to check the network accessibility. In a command prompt window,
enter the following command:

ping <hostname>
where <hostname> is your HCM host name.

If the ping command reports an error, make sure you can reach your TCP/IP name
server. Enter the following command:

p1 ng <nameserver>

where <nameserver> is your name server's IP address in dotted-decimal notation
(for example, 9.164.182.32). If this ping command also reports an error, make sure
that you specified the correct IP address for the name server (provided by your
network administrator) in your Windows TCP/IP configuration notebook. If you
specified the name server IP address correctly, contact your network administrator
to verify that all your TCP/IP configuration parameters are correct (router IP
address, subnet mask, your workstation's IP address).

TCP/IP problem determination

Note:

The information contained in this section is valid for operating systems z/OS and
z/VM.

HCM displays error messages if the TCP/IP connection fails. For information
about error messages, see [Chapter 18, “HCM messages,” on page 417 You may
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also check for documentation updates in HCM Documentation under Product

Updates provided on the [HCM home page| (http://www.ibm.com/systems/z/os/zos/|
features/hcm/).

If you get messages that are not listed in [Chapter 18, “HCM messages,” on page|
inform IBM and provide the complete and exact message text (especially the
internal description and the error stack information). If possible, make a screenshot
of the message and provide information about the circumstances that caused the
message.

Uninstalling HCM

Like most Windows applications, you can uninstall HCM using the standard
Windows uninstall feature. Or, you can use the Uninstall function provided by
HCM from the program folder IBM Hardware Configuration Manager.

Note:

1. Uninstalling HCM only removes those folders and files that were originally
installed by HCM. If you added files after the installation, for example physical
description files (PDFs), these files and their associated folders are not
removed. If desired, remove these files or folders manually. Also, your HCM
configuration files are not deleted and you can keep them for later use.

2. The EEQHCM.INI file is not deleted when you uninstall HCM.
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Chapter 3. Getting started

This chapter explains how to use the HCM user interface: keyboard, mouse,
configuration diagram, objects, menus, dialogs, and reports. You can tailor your
view of the configuration diagram by showing or hiding selected objects; you can
also zoom, scroll, and set viewing preferences or options. You can locate, order,
create, delete or edit selected objects in the diagram, using menu commands and
dialog options. You can also specify and print wall charts or reports.

Once you are familiar with the HCM user interface, you can start building
hardware configurations for your system (see [Chapter 4, “Building your]
[configuration,” on page 51)).

Starting and stopping HCM for z/0S

Before invoking HCM, make sure that your TCP/IP connection to the HCD server
on the host is running (see [“Setting up TCP/IP definitions for z/OS” on page 7.
Then start HCM. This can be done either by starting the executable or by
double-clicking with the left mouse button on an HCM configuration file in
Windows Explorer. In the latter case, the configuration is loaded as soon as HCM
is running. The Product Information window of the Hardware Configuration
Manager (HCM) program is displayed.

Click on OK to display the Login dialog.

Login |
Username |POCY oK
Fassword Standalone

[ HCD Trace Cancel

Help

iy

Host Connection

Host Name |boehcd1.boeblingen.de.ibm.com ﬂ

Fort Mumber 51107

Figure 3. Login dialog

To login to HCM you must enter your user name and either a password or a
password phrase, depending on the security setup on your host. A password
phrase is a sentence (including blanks) of at least 9 and up to 100 mixed-case
characters. HCM handles an input string of eight characters or less as a password
and handles a string of nine characters or longer as a password phrase.

Note: Passwords and password phrases may be case sensitive. This depends on
the security setup.
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If you start HCM for the first time after installing it, you must enter a host name
and a port number. In the Host Name entry field, HCM accepts symbolic host
names or numeric IP addresses, which you can specify in either IPv4 or IPv6
format, depending on your network environment. The default port number is
51107. If your HCM dispatcher uses another port number, contact your system
administrator.

HCM saves the entered values in the EEQHCM.INI file. Therefore, for subsequent
log-ins, you only need to enter your password. This INI file is created after the first
HCM session. It is located in a user-specific application data directory (see also
[“Purpose and location of the HCM INI file” on page 5).

If the host machine accepts the given user name and password, the Login dialog
disappears and you can begin your HCM session. Otherwise, a message appears,
notifying you of login failure. Choosing Cancel terminates HCM.

If the login fails due to an expired password, you must logon to the host to change
your password. You cannot change the password in your HCM session.

For login troubleshooting, click in the HCD Trace check box in the Login dialog to
enable the HCD host to trace all activity during the HCM session. Alternatively,
during the session you can activate (or deactivate) the trace by toggling the
Activate HCD Trace command in the Options menu. The HCD Trace is normally
used only for troubleshooting HCM system problems; see [“Using the HCD trace]
[facility” on page 413| for details on how to configure the host to properly store the
trace information.

Starting and stopping HCM for z/VM

26

Before invoking HCM, make sure that the TCP/IP connection to z/VM HCD is
established as described in [“Setting up TCP/IP definitions for z/VM” on page 12|
Then do the following:

1. Log-on to your z/VM host (service virtual machine) for which you want to use
z/VM HCD. The default user ID is CBDIODSP.

2. Start the z/VM HCD TCP/IP dispatcher for HCM by issuing command
CBDSDISP in CMS. Wait for text messages and verify that all services started

correctly. Here is an excerpt of the messages you will see after issuing
CBDSDISP:

/;BM VM/ESA Reusable Server Kernel

(C) Copyright 1993, 1994, 1995, 1996, 1997, 1998
International Business Machines Corporation.

A1l Rights Reserved.

RSK>
SUBCOM  BKWSCMOOOOI Operation completed OK.
SUBCOM  BKWSCMOOOOI Operation completed OK.

CONSOLE  BKWCNS0000I Operation completed OK.
CONSOLE BKWCNS0000I Operation completed OK.

TCP BKWTCPOOOOI Operation completed OK.
CBDD200OI z/VM 6.2.1 HCD TCP/IP dispatcher for HCM successfully started.
TCP BKWTCPOOOOI Operation completed OK.
SUBCOM  BKWSCMOOOOI Operation completed OK.
\FONSOLE BKWCNSOO0OI Operation completed OK.

You may disconnect now and let the session run in the background.
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3. On your workstation, start HCM as described in [“Starting and stopping HCM|
[for z/OS” on page 25

4. Enter user ID (default: CBDIODSP) and password of your service virtual
machine (SVM) into the Login dialog (see also [Figure 3 on page 25). Use the
TCP/IP host connection with the hostname or IP address of your SVM and
your port number (51107 is the default).

Optionally you can switch on HCD trace.
Work with HCM.
Exit from HCM on your workstation.

Optionally, stop the z/VM HCD TCP/IP dispatcher for HCM by issuing the
command SERVER STOP on your z/VM HCD TCP/IP dispatcher service
virtual machine. Here is the text you see:

© N oo

SERVER STOP

RSK>

SERVER  BKWSRVO300I Shutdown initiated.

CBDD210I z/VM 6.2.1 HCD TCP/IP dispatcher for HCM stopped.
Ready

Note:

Before you can use a final configuration on a z/VM system, make sure that the
prerequisites described in chapter Specify a Production IODF for IPL in z/VM: 1/O
Configuration are satisfied.

Working with the user interface

This chapter describes how you can interact with the HCM user interface.

Keyboard

Use the function keys and special keys as shortcuts for pull down choices. HCM
offers the following keyboard functions:

F1 Opens the Help dialog.

F2 Shortcut for the Fit to Window command, which scales the diagram to
completely fit in the display window.

F3 Shortcut for most recently used named view saved with Save Named
View from the View menu. When selected, the current view will include
only objects specified by the named view.

F4 Shortcut for Highlighted Objects on the View menu. Crops the view to
include only currently selected objects and those objects which are either
directly connected to them or which are on a fiber link where the selected
objects are involved. The settings of the Change View Attributes dialog are
considered.

SHIFT+F4
Shortcut for Connected Objects on the View menu. Crops the view to
include only the selected object plus the objects logically connected to this
object without considering the settings in the Change View Attributes
dialog.

Using SHIFT+F4, the diagram normally contains less objects in the view
than using F4.
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F5 Opens the Assign Cable dialog for the connection on the selected interface.
Note that the interface at the lower end of the connection must be selected.

F8 Shortcut for the Locate Selected Object pull down choice. This pull down
choice scrolls the most recently selected object into view — useful after
creating an object.

F9 Opens the Edit dialog for the currently selected object.

F12 Displays the previously saved view of a configuration diagram. HCM
saves a view whenever an object is included or excluded from the current
view.

PAGE UP/DOWN
Scrolls the diagram up or down a screen at a time. Can move the display
to the left half of a screen at a time with CTRL+PAGE UP, or to the right
half with CTRL+PAGE DOWN.

HOME
Zooms out.

CTRL+HOME
Zooms out all the way to Fit to Window (same as F2).

END Zooms in.

CTRL+END
Zooms in all the way to Actual Size, which scales the diagram so that
objects are viewed at their approximate size when a diagram is printed at
full size.

ALT+BACKSPACE
Shortcut for Undo most recent action.

DEL  Shortcut for Delete selected object. If the selected object is a connected
channel interface or a switch port connected to a CHPID, the interface will
be disconnected.

Mouse
The mouse can be used to interact with the diagram in the following ways.

Click left button
Selects the object under the mouse cursor and deselects all other selected
objects. In addition, all connections to the object are highlighted. If a
spanned CHPID is selected, then all instances of that spanned CHPID are
highlighted.

Holding CTRL while clicking selects or deselects the object under the
cursor without deselecting other objects. This is used to select multiple
objects.

Holding SHIFT while clicking selects the object under the mouse cursor
and displays only those cables connected to the selected object.
Note: Click again without holding SHIFT to show all cables.

Click right button
Provides a context menu giving access to appropriate actions on the object
under the cursor.

Double-click left button
Edits the selected object. Exception: Double clicking an interface at the
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lower end of a connection when the Select Interface Option is set to
“Select Cable” will open the Assign Cable dialog for that connection.

Press and drag left mouse button
Zooms in on the part of the diagram enclosed by the rectangle formed by
dragging the mouse.

Press and drag right mouse button
Zooms out so that the part of the diagram that currently fills the window
will fit in the rectangle formed by dragging the mouse.

Note that certain selectable objects appear within another object in the
configuration diagram, for example, interfaces and segments within a controller. To
select the controller, click on the text in the middle of the object; the entire
controller and connections will highlight. To select a controller interface, click in
one of the small boxes above or below which represent a channel interface or a
device interface. Only the interface and its connections will highlight. Controllers
such as the 3990 are divided into two or more segments; to select a controller
segment, click in the segment’s lower third. The segment and its connections will
highlight.

Dialogs
HCM provides a series of dialogs to help you create, edit, delete, and connect
objects, as well as manipulate the configuration diagram. For example, dialogs
allow you to edit physical and logical information for a selected object, tailor your
view of the diagram, or set parameters for a printed report.

Dialogs carry out two major functions: navigation and editing. You can navigate
from a dialog to related dialogs, and edit data for a selected object. For example,
you can navigate from the Processor dialog to the Partitions, CHPIDs and Edit
Processor dialogs; in the Edit Processor dialog, you can edit information for the
currently selected processor.

Configurations are hierarchical by nature. To reflect the hierarchy and to facilitate
configuration maintenance, HCM provides an easy way to edit a lower object from
a higher one by nesting dialogs. For example, after editing a processor, you can
navigate to the appropriate dialogs to add or edit CHPIDs or partitions - without
going back to the diagram.

Multiple-action dialogs include additional buttons that allow you to initiate actions
without closing the dialog. If you have performed some action using these buttons
that changes the data irreversibly, the Cancel button changes to a Close button.
Note that the effect of the last update can be reversed with the Undo command.

Online help

In addition to the User's Guide, HCM comes with extensive, context-sensitive
online help which describes each dialog in detail. Use the HCM User's Guide to
find out how to do a particular task (for example, ‘Connecting a patchport’), or to
look up overview or reference information. Use the online help to find
dialog-specific information while you are working in HCM (for example, what the
Edit... button in the CHPIDs dialog does).

Most HCM dialogs have a Help... button which you can press to get information
specific to the dialog currently open. You can also access online help at any time in
HCM by using the Help menu:

* The Index pull down choice displays the index of help topics.
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* The Keyboard pull down choice displays the Keyboard Shortcuts topic.

* The About... pull down choice displays program specific information including
the latest service level.

Each help topic in the HCM help system has a non-scrollable area at the top
containing the dialog title and a See Also pop-up list box. Use the scroll bar and
arrows to move up and down the help topic text. Notice that most help topics
have words or phrases in the text highlighted in another color. You can browse
related help topics by clicking on the jumps (highlighted phrases with single
underline) in the text or under the “See Also” list box. You can click on a pop-up
(highlighted word or phrase with dotted underline) in the text to display the
definition for an HCM term. Jumps to related help topics can appear within
pop-up windows.

Use the Back or History buttons in the help menu bar to retrace your path through
the help topics. Use the Contents button to display the Index of help topics.

User data fields

In addition to characterizing an object with an ID, description, serial number, type,
and so on, HCM allows you to define twenty data fields unique to your
configuration. For example, you may wish to record information such as the lease
status, corporate asset number, or physical location (building and/or data center
map grid) for a given piece of hardware.

Using the Customize Field Names dialog, you can apply meaningful names to the
fields as shown in [Figure 4 on page 31| You reach this dialog from the menu bar:
Options » Field Names....

Tip:

Consider using some of the fields for global items such as asset number and
physical location, and some for local items such as data usage (for example “IMS
databases”) for a string.

These fields can be used to appear in particular reports. Any empty user field for
an object is not be printed. For example, if “Usage” is used as a field for defining
the data on a string, it only appears in the String reports. The reports will be easier
readable if the names are 12 characters or less (for example, Asset No., not Asset
management number).
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Cancel |

Customize Field Names

IUser Field 11

IUser Field 12

IUser Field 13

IUser Field 14

IUser Field 15

IUser Field 15

IUser Field 17

IUser Field 18

IUser Field 18

IUser Field 20

Help |

Figure 4. Customize Field Names

You can add or modify your customized user data when editing an object, for
example, a processor, by clicking on the Info... button on the related Edit {object}
dialogs for these objects. This opens the User Data dialog which shows the
(customized) user field names with their possibly existing values.

[Figure 5 on page 32| shows how you can enter or update your values into

customized user fields. Note that only the first ten fields have been customized in

this example.
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X

Figure 5. Adding User data into customized user fields

32

Messages

HCM displays HCD messages as well as HCM messages.

HCD messages
HCM displays all HCD messages that it receives in dialogs on the PC. Whenever
HCD has a single message, the Message dialog appears.

Message

Severity; E
Message ID: CEDAZZO0I

Caontrol unit 0200 already exists.

Explain... |

Figure 6. HCD Error Message

Click the Explain... button to open the Message Details dialog which displays
more information about the selected message.
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Message Details E|

Explanation:
The control unit specified has been defined previoushy.

System Action:
System waits for user action.

User Response:
Specify a unigue contral unit number,

Figure 7. Message Details dialog

Whenever there is more than one message, the Message List dialog appears.

Sew Mzg ID Meszage Text

W CBDGA4491  Control unit 0700 of type 3990 is connected
to processor PAYROLL by serial
attachment, but its unit address range
does not start with 00.

W CBDGA4491 Control unit 0100 of type 3990 s conneded: Save...
to processor WEBSERY by serial
attachment, but its unit address range

e .
= Erplat,.

Delete

pHELL

does not start with 00. K
W CBDG4491 Control unit 0101 of type 3990 is connected
to processor PAYROLL by serial Help

attachment, but its unit address range
does not start with 00.

VW CBDG4491 Control unit 0101 of type 3990 is connected —
to processor WEBSERY by serial
attachment, but its unit address range
does not start with 00.

¥ CBDGA4491 Control unit 0200 of type 399005 connected
to processor PAYROLL by serial =]

Figure 8. Message List Dialog

In the Message List dialog click on the Save... push button to save the messages
into a file.

HCD messages start with “CBD”. Most HCD messages result from the user
requesting a change to HCD that would create an invalid IODF. For more
information about HCD error messages, see [z/0S and z/VM HCD Messages|

HCM messages

HCM messages are displayed in message boxes that describe the situation and
sometimes request input. Most HCM messages result from the user entering
incorrect or incomplete information in a dialog. These messages are
self-explanatory and are not included in the list of HCM messages in
[“HCM messages,” on page 417
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Serious HCM messages are also displayed in message boxes and only have an OK
button for you to acknowledge them. These messages start with “EEQ” and can be
found under [Chapter 18, “HCM messages,” on page 417,

Hardware Configuration Manager E |

EEQD212E Operation hiot allowed in Standalone Mode,

Figure 9. HCM Message

Maintaining the configuration diagram

34

With HCM, you can build and maintain an interactive configuration diagram
containing all the physical and logical information about your hardware
configuration. HCM draws the objects, connections, and text annotations in the
configuration diagram in the clearest possible way. You need not worry about how
the diagram looks when you create, edit, or delete objects, or when you filter your
view. HCM automatically redraws the diagram.

Note:

1. If you position a cursor over an object in the diagram, HCM displays
information about this object in the upper left corner of the diagram window
beneath the menu bar (fly-over annotations).

2. Information about the current or last selected object is displayed in the lower
left corner of the window.

3. In the lower right corner, in connected mode, you see information about the
system environment: the host name, the port number, and the sysplex name
where the host is a member.

Filtering your view

You can tailor your view of the configuration diagram to focus on the objects of
interest only. This results in a more readable diagram. Working with a subset of the
configuration is easier than working with the entire diagram. Since many user
actions require the diagram to be rebuilt (for example, connecting objects), you
might have to zoom back into the area of interest after each of these actions.
Cropping the diagram also results in better performance, since only that smaller
portion must be recreated.

You can tailor a view to your needs in the following way:

Open the Change View Attributes dialog by choosing Filter Diagram... from the
View menu.
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Change View Attributes

Proceszars and Partitions

S
[T

[” Exclude all ieserved partitions

V4 %
[ Show Managed CHPIDs
Cantraller T
STHEEr Lopes I CTC Connnections

[ Include al ) ) ) .
MEREE Ell, e I Dhijects with physical-only connections

el w38 I Dhijects not connected to processars

v DASD

[ Tape ¥ Show Processors [+ Show Cabingts and General Boxes
[ Temminal I Show &I CHPIDs v Show Patchports, General Box Parts,
[ Unit recard and Cables

[ Telecommunications Exceptions

[~ MICR/OCR -

[~ Graphics Clear Excephions

[ Other

Show hidden connections ‘

0K | Cancel ‘ Help |

Figure 10. Change View Attributes Dialog

Use this dialog to include and exclude the types of objects you want to see. You
can specify which processors, partitions, and controllers should be displayed to
reduce the number of objects in the current view. Use the Include only list in the
Controller Types section to select the controller device types for just those
controllers that you want to see in the view. Press OK after you specified all your
desired view attributes.

You can use the Save Named View pull down choice from the View menu to save
the current view attributes to a named view. Use the Restore Named View pull
down choice to select a saved named view to be shown as active configuration
diagram.

Note that you may also set exceptions to the selected controller types by pressing
the Exceptions ... button to invoke the Include/Exclude Controllers dialog. This
dialog lets you add or remove individual controllers from the view regardless of
whether or not you included controllers of this device type in the Include only list.
You can also display objects connected to processors but not to controllers, or
objects not connected to processors.

To return to the original diagram, press the Clear Exceptions push button.
Alternatively, you can press the F12 key to restore the view that you had before
pressing F4 or SHIFT+F4.

By clicking the Active Sysplex check box, it is possible to filter the diagram to

those objects, which are part of the active sysplex on which the HCD host is
running.
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If the Active Sysplex checkbox is selected, the Show Managed CHPIDs checkbox
becomes visible if there are any CHPIDs that:

* are contained in one of the processors that comprise the active sysplex,
e are defined as managed, and
* have an I/O Cluster value that corresponds to the name of the active sysplex.

By selecting this checkbox, an asterisk (*') in the diagram at the corresponding
channel interface indicates that a channel path is manageable.

Clicking the Exclude all reserved partitions checkbox excludes all these partitions
from the view in one step, so that you need not select all individual reserved
partitions and press the Exclude button.

The last specified filter is stored in the HCM configuration file across HCM
sessions.

You can use further pull down choices in the View menu to tailor your view:

Highlighted Objects - F4
Displays only those objects selected (highlighted) in the current view,
resulting in a “cropped” view of the diagram. A cropped diagram is a subset
of the entire configuration comprising the selected objects and any objects
to which they connect. You can print customized cropped views as part of
a report. Shortcut: press the F4 key. This applies the settings made in the
Change View Attributes dialog.

The Highlighted Objects pull down choice works as a shortcut for setting
exceptions. For example, if you have the DASD class selected for controllers
in the Change View Attributes dialog, select a single DASD controller in
the diagram, and press F4, all other DASD controllers are set to
“excluded”. That is, the diagram will display all controllers of class DASD
with the exception of the DASD controllers which have been explicitly
excluded. This results in a diagram containing only the selected controller.

To return to the original diagram, press the Clear Exceptions push button
in the Change View Attributes dialog or press F12.

Connected Objects - SHIFT+F4
Crops the view to display only the selected objects plus the objects
logically connected to this object without applying the settings in the
Change View Attributes dialog. This usually results in diagrams which
contain even fewer objects than pressing F4.

If you restore a named view that has been created with SHIFT+F4 , you
will see the currently connected objects, even if the connections changed
after the view was saved. You can return to the uncropped diagram at any
time by pressing F12.

Connections in the diagram

Connection lines on the diagram are drawn with different thickness, style, and
graphics, with the following meanings.

Table 6. Configuration diagram connections

Line type Meaning
Thick line Bus and tag cable, permanent connections
Thin line Mutable connections
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Table 6. Configuration diagram connections (continued)

Line type Meaning
Thick line with crow's feet fiber trunk
Dashed line Indirect connection. Some objects between the two that are

connected by a dashed line are not currently included in
the diagram.

Dotted line Connection to uninstalled equipment.

Stub Hidden connection. A stub can occur at certain interface
objects. It indicates that a connection from or to the
interface object is currently hidden in the diagram, either
because you decided to hide the connection or because the
connected object is not included in the view.

When you selected to visualize a configuration, the connection lines may have a
different meaning. Refer to [“Visualizing ESCON or FICON switch and crossbar|
[switch configurations” on page 39

Certain objects such as controllers and strings can be marked as not yet installed;
these objects (and cables attached to the objects) are drawn on the diagram with
dotted lines running diagonally through them. To mark an object as uninstalled
open the Edit... dialog for the object. Deselect the Physically Installed option by
clicking in the check box, and press OK.

Hiding connections

Using filtering and cropping, you can hide and show certain selected objects. Also,
you can explicitly hide visible connections and show hidden ones between certain
interface objects. For this purpose, the context menus of:

 CHPIDs
* switch ports
e controller channel interfaces

contain the choices Hide Connection or Show Connection. The Hide Connection
choice hides the complete connection between two object interfaces, even if it
consists of multiple physical cables. The Show Connection choice makes hidden
connections visible again in the configuration diagram.

You can also hide and show multiple selected connections in one step: select the
desired interfaces in the diagram and then invoke the appropriate action from the
View menu bar choice (View --> Hide selected connections or View --> Show
selected connections).

Hidden connections are usually indicated by a "stub" in the diagram as placeholder
for the whole connection.

You also can redisplay all currently hidden connections via push button Show
hidden connections in the Change View Attributes dialog (see [Figure 10 on page|

35).

Saving views
After tailoring a view according to your need